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AI in the 2010s
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The Socially Conscious Data Scientist’s Agenda

1. We can define and measure

algorithmic bias

2. We can isolate the root cause of 

(poor) algorithmic behavior

3. We can take action to make 

algorithms more fair
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What is 
algorithmic bias?
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In the U.S., kidney function measurements are adjusted by race
Case study

• The eGFR is the standard-of-care for 
measuring kidney function

• It’s calculated by measuring the level of 
creatinine in a blood sample

• Because “African Americans” have higher 
muscle mass, the CKD-EPI algorithm 
increases their scores

• A higher score indicates higher kidney 
function
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The CKD-EPI eGFR equation is racially biased
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Many people see this as unfair. Can you think of any reasons why?
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Two definitions used in the algorithmic community
What is fairness?

Group Fairness 

Identifiable groups should be treated similarly to 
the population as a whole

Adapted from Sahil Verma and Julia Rubin. 2018. Fairness Definitions Explained. 
https://fairware.cs.umass.edu/papers/Verma.pdf.

Individual Fairness

Similar individuals should be treated similarly

https://fairware.cs.umass.edu/papers/Verma.pdf
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Is the CKD-EPI algorithm Group Fair?

Group Fairness Definition

Protected groups should be treated similarly to 
non-protected groups and the population as a 
whole

Source: Taber et  al., Twenty years of evolving trends in racial disparities for adult kidney 

transplant recipients. Kidney Int. 2016.
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Is the CKD-EPI algorithm Individually Fair?

Individual Fairness Definition

Similar individuals should be treated similarly
Reconsidering the Consequences of Using Race
to Estimate Kidney Function

Clinicians estimate kidney function to guide impor-
tant medical decisions across a wide range of settings,
including assessing the safety of radiology studies,
choosing chemotherapy, and reviewing the use of com-
mon nonprescription medications such as nonsteroidal
anti-inflammatory drugs. Because direct measure-
ment of kidney function is infeasible at the bedside, the
usual approach involves using estimating equations that
rely on serum creatinine. These equations assign a higher
estimated glomerular filtration rate (eGFR) to patients
who are identified as black. Yet in some medical and so-
cial science disciplines, a consensus has emerged that
race is a social construct rather than a biological one.1 In
this Viewpoint, we argue that the use of kidney func-
tion estimating equations that include race as a vari-
able cause problems for transparency and unduly re-
strict access to care in some cases, yet offer only modest
benefits to precision.

Estimated GFR equations fulfill an important need
for clinicians to conveniently assess kidney function
and, secondarily, for public health authorities to assess
the prevalence of kidney disease. These equations,
such as the Chronic Kidney Disease Epidemiology Col-
laboration equation (CKD-EPI) and its predecessor, the

Modification of Diet in Renal Disease Study (MDRD)
equation, were generated in large cohorts of individu-
als who underwent gold-standard measurement of
“true” GFR by infusing iothalamate or another chemical
into the blood and quantifying its urine clearance.
Investigators found that black race was independently
associated with a slightly higher GFR at the same serum
creatinine level. This association has been justified by
the assertion that black individuals release more creati-
nine into the blood, perhaps because of more muscle
mass, although data remain inconclusive.2-4 The CKD-
EPI equation includes a race coefficient that increases
the eGFR in black patients by about 16%. Estimated
GFR equations also include age and sex because older
individuals and women, on average, have less muscle
than younger individuals and men, respectively; these
generalizations have a stronger empirical basis than
that for race.

Classifying patients according to ancestry (rather
than race or ethnicity) has legitimate purposes to iden-
tify individuals at risk of complications from rare gene

mutations like sickle cell trait or cystic fibrosis. How-
ever, eGFR equations are distinct because they instead
assert that existing organ function is different between
individuals who are otherwise identical except for race.
Population studies reveal only small differences in
gene distributions between racial groups while show-
ing greater variation between individuals of the same
race. Meanwhile, the history of medicine offers abun-
dant evidence that racial categories were often gener-
ated arbitrarily and at times implemented to reinforce
social inequality.5

Racial categorization is often used in a nonstandard-
ized way. Consider a hypothetical 50-year-old woman
with a creatinine level of 2.0 mg/dL and no proteinuria.
Her father self-identified as black race and her mother
self-identified as white race. If this patient is admitted
to the hospital, an administrator or clinician may assess
the patient’s skin tone or hair and label her as black in
the medical record. Alternatively, the patient may be
asked to identify her race. Yet she would have no way
to know that her answer would affect assessments of her
organ function or treatment. Furthermore, 3% of indi-
viduals in the United States identified as multiracial in the
2010 Census, whereas in Brazil and some other coun-

tries, the multiracial category exceeds
one-third of the population. Decision
support provides little guidance about
how to calculate the patient’s eGFR if she
is biracial, refuses to answer the ques-
tion about race, or self-identifies with a
race that is different than that recorded
in the medical record.

Estimated GFR equations have major clinical
consequences. Many essential medications including
antibiotics are withheld from patients with a low eGFR
or are administered at reduced doses. The authorita-
tive Kidney Disease: Improving Global Outcomes
(KDIGO) guidelines recommend nephrology referral
if a patient’s eGFR is less than 30 mL/min/1.73 m2.
If the patient in the above example were considered
to be black, her eGFR would be 33 mL/min/1.73 m2,
but if she were considered to be white, her eGFR
would be 28 mL/min/1.73 m2 with the CKD-EPI equa-
tion (ie, below the threshold for referral). In addition,
clinical trials commonly exclude patients with reduced
kidney function. If this patient were considered to
be black, she could enter some trials that would
exclude her if she were considered to be white.

Perhaps the most concerning implication of race
in eGFR is that it has the potential to reduce access
to kidney transplantation, for which racial disparities
are substantial. In the United States, being wait-listed
for a kidney transplant requires an eGFR of less than

Estimated GFR equations are distinct
because they assert that existing organ
function is different between individuals
who are identical except for race.
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Why does this 
keep happening?
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How do we make models?

PROCESSTECHNOLOGY PEOPLE

• Data
• Algorithm
• …   

• Data Analyst/Scientist
• Business Owner
• End User
• …

• Model Training
• Evaluation
• Application
• …

Icons by Font Awesome licensed under CC BY 4.0 
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How did we make a biased kidney function model?

TECHNOLOGY
The CKD-EPI regression 
was selected among 
other viable measures
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How did we make a biased kidney function model?

PEOPLE

TECHNOLOGY

We’ll assume the 
researchers’ best 
intentions

The CKD-EPI regression 
was selected among 
other viable measures
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How did we make a biased kidney function model?

PEOPLE

PROCESS

TECHNOLOGY

We’ll assume the 
researchers’ best 
intentions

The process was 
optimized for overall 
accuracy

The CKD-EPI regression 
was selected among 
other viable measures
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How did we make a biased kidney function model?

Source: National Health and Nutrition Examination Survey

PEOPLE

PROCESS

TECHNOLOGY

We’ll assume the 
researchers’ best 
intentions

The process was 
optimized for overall 
accuracy

The CKD-EPI regression 
was selected among 
other viable measures
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Why isn’t fairness part of our process?

We have good intentions … but need mechanisms for action

Hard to define

Lack of 
transparency

Hard to measure

Lack of 
accountability

CHALLENGES

(LACK OF) INCENTIVES

Fairness is context-
specific

No hard business reason 
to prioritize fairness

Image: Rob Osborne
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How will we end 
this?
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Ingredients of an algorithmic decision

PROCESSTECHNOLOGY PEOPLE

• Data
• Algorithm
• …   

• Data Analyst/Scientist
• Business Owner
• End User
• …

• Model Training
• Evaluation
• Application
• …

Icons by Font Awesome licensed under CC BY 4.0 

How can we change these to mitigate algorithmic bias?
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Existing approaches focus on the Technology and People axes

Tools & Methods 
Still to Come

Fairness Elicitation
Enforce similar treatment 
across attributes identified 
via matched pairs

Social Movements
Take action to influence 
corporate or government 
activities

Legislation
Explicitly permit or 
prohibit activities

Data Augmentation
Create synthetic data to 
boost representation of 
minority groups

Education
Raise ethical and 
algorithmic literacy

(Multi) Calibration
Enforce similar 
treatment across 
groups

Masking
Remove sensitive attributes 
and their correlates

TECHNOLOGY PEOPLE
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Existing approaches focus on the Technology and People axes

TECHNOLOGY
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Existing approaches focus on the Technology and People axes

PEOPLE
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What mechanisms can help us build fair models?
Fixing our Process to realize algorithmic fairness intentions

Hard to define

Lack of 
transparency

Hard to measure

Lack of 
accountability

CHALLENGES
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What mechanisms can help us build fair models?
Fixing our Process to realize algorithmic fairness intentions

A commitment to defined and 
measurable fairness 
objectives

Fairness Statement
Hard to define

Lack of 
transparency

Hard to measure

Lack of 
accountability

CHALLENGES PROPOSED APPROACH
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An application-specific commitment to defined and measurable fairness goals
What is a Fairness Statement?

•Define the relevant fairness objective (or 
constraint) for your application

•Document potential sources of bias
as well as the downstream impact to individuals 
or groups

• Identify appropriate controls
(procedural and algorithmic) to mitigate 
unacceptable risks

•Work towards a named goal

• Inform choices and tradeoffs in algorithmic 
development and deployment

•Catch problems early

•Measure your progress/compliance

SCOPE BENEFITS
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What mechanisms can help us build fair models?
Fixing our Process to realize algorithmic fairness intentions

A commitment to defined and 
measurable fairness 
objectives

An independent, third party 
review of processes and 
outcomes

Fairness Statement

Algorithmic Practice Audit

Hard to define

Lack of 
transparency

Hard to measure

Lack of 
accountability

CHALLENGES PROPOSED APPROACH
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• Process

− Is training data representative?

−Does data cleaning / presentation introduce bias?

−Are fair classes of algorithms used?

• Outcomes

−Does the model meet its stated fairness goals?

− Is there disparate impact or measurable bias?

− Is bias introduced by humans in the “last mile”?

• Signal to consumers and (shareholders) that 
algorithmic services are correct and fair

• Use a forcing function to improve internal 
processes and controls

• Take pride in certification that you’re doing 
the right thing

SCOPE BENEFITS

An independent, third party review of an organization’s algorithmic processes and 
outcomes

What is an Algorithmic Practice Audit?
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Mechanisms work

• In 2014, the Dutch government developed 
the System Risk Indicator (SyRI) to detect 
benefit fraud

• Low-income and immigrant neighborhoods 
were more likely to be targeted

• A court in The Hague shut it down due to 
discrimination based on their socio-economic 
status, ethnicity, and religion

29
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What will you do to create fair algorithms?

Do you have mechanisms to 
ensure algorithmic fairness?

Are you following existing 
technical best practices, and 
using classes of fair algorithms?

IndividualsOrganizations

PROCESS

TECHNOLOGY

Are your data and tech teams 
representative of your customers 
and stakeholders?

PEOPLE Do you invest in your data 
literacy skills?

Do you request and review 
algorithmic audits?

Are you aware of all the 
algorithmic decisions in your life?
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Takeaways

1. We can define and measure

algorithmic bias

2. We can isolate the root cause of 

(poor) algorithmic behavior

3. We can take action to make 

algorithms more fair
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